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Note: i) Answerany five questions.
f=1 a1a we & g Hfor
11} All questions carry equal marks.
T weE & w9 I &
iii) In case of any doubt or dispute the English version
question should be treated as final.
et ft g R & w2 swaEr e & Ry 5 =59 s
& W B sifer mET S

1. a) List and Explain perspectives and issues of Machine
Leaming. &
qefit @t 3 g ok g8 2 et w5 ot FEER

b) Distinguish between supervised leaming and Unsupervised

learning with example. 8
IgEAw F 9y gdafEa fhaw o -3 fhew &
dra siar &) '

2. a) Define Back propagation and write an algorithm for Back
Propagation with examples. 8
d& AT @ afenfia e 3R STRm & T i ST
i fore o eanfrem
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What is a Perceptron? Explain the working of a perceptron
with a neat diagram. 6

TRAE FT 7 WA Y SRR B = fm H
TEEa ¥ SHwIE0

Explain how Support Vector Machine can be used for

classification of linearly separable data. g

W T ] 3R TRA A F1eT F Ffaor & o el
dareR 39t o Ivam A fsan o e B, TR @ren anl
Define Decision tree. Explain Decision tree algorithm
with example. 6
et £ @1 ofvaride &) i & venier & Sereew
afga |

Use K Means clustenng to cluster the following data in
to rwo groups. Assume cluster centroid are ml = 2 and
m2 =4, The distance function used ts Euclidean distance
{2,4,10,12, 3, 20, 30, 11, 25}. 10
Pr=farfaa s 1 8t el J Fovel $ & [ K fie
FErefn &1 ITN | A AR Foer F5F ml =2

3t m2 = 4 &1 vgad g8 wer et gt &
{2,4,10,12,3, 20, 30, 11, 25}

Explain Expectation Maximization algorithm with
example. And also explain why we need it? 4

IR0 4 AT EEUEeyH AR oofteny & =
i1 o ag +ff aaree f el sadh sgsadar @t 27

Explain hypothesis testing with examples. 6
afereaAT TteT Y ISIENT Siga HHHE

Explain resample methods of machine learning, 8
qeft @t & Afue adie] A arear i
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6. a) Whatis Linear Regression? Explain in detail with example

and list all the assumptions to be met before starting with
Linear Regression. 2
e ufs= aar 27 IER & 9 TR [ FhEEg
R vy SR 9 ) T e A F e
ol GHERIELY

b) Differentiate between regression and classifications. 6

wfemaT ai affaw & 49 3R T

7. a) What is Gaussian Mixture density estimation with

example. 8
R firsor B HEAH @ 27 ISR & | S
b) Explain different algorithms for dimension reduction

with example. 6
B e & 3 I —3e TENiReA @l Same &
el JHHAET

8. write short notes on the following: 14

a) Cross validation

b) Training and validation
¢) Cluster

d) Factors.
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