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Machine Learning

Time : Three Hours
Maximum Marks : 70

Nore: i)  Attempt any five questions.

1. a)

b)

=l ufa weAl ot g1 KRl

i1) All questions carry equal marks.

[t weTi &b I 3@ B

ii1) In case of any doubt or dispute the English version

_ question should be treated as final. _
fop=Y off TP < wag areraT faaTg i fRufer # STt AT
& LT B 3ifrH 7T SR

Explain with the Examples of various Leamning Paradigms,
and the Finite and Infinite Hypothesis Spaces. '
& SITERUI & | TRAT TR |

How will you define Posterior and prior probability in
Naive bayes? For calculating performance of any classifier

" how the noise affect the performance give explanation

using example.

39 Naive bayes ¥ 94 3R gd miResar &1 &9 qiRonfa
Py 7 e +ft FonfiEraRar ¥ week 6 1o ¥ g oR
edF @ FH IR HRAT B SIERU BT SUEN FRb
eI S -
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2. a)
b)
3. a)
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Solve the following problem using lineaI: regression and
find how well does the regression equation fit the data?
Also find that if a product sold in 40 months, what sales

g fire a1 7 gz 4t s Hif fr afk B ST
4oqﬁﬁamm%,mgqaﬁaﬁﬁﬁwﬁzﬁfﬁmm
A7 : . :

Product_Name Sales(in _tons)

Time (in_months)

Product_A 48 62
Product_B 24 30
Product C 36 . 40
Product_D 60 50
Product_E 72 70

Classify the linear separable data using support vector
machine? Also find the support vectors and the maximum
margin hyperplane. The coordinates of the data are:

e Agex "l 1 SuaW e e g s 3t
aiifera % 7 @ae daex ol st A greaee Ht

@S greT & i &:

4@, D@, DG, DS DY and (1,0 (0, 1) 1,0

Explain Bayesian Leaming in probabilistic learning. Give
suitable example. ' :
Hreg st A RIREA st 6 aarear Hifg Iugwh
SR AT :
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b) Apply appropriate classification algorithm on below data

table and classify the class of product with Previous
Price=42 and New Price=48.

1 < 71 SreT AT UR IIYH FHTdHROT TANIRRT TR @
3R Iaarg &t Aofl ! sa o =42 3k 5 Haa =48

& AT T |

Name Previous Price New Price Class
Product 1 43 . 54 Sell
Product 2 52 ’ 61 Sell
Product 3 38 : 40 Accumulate
Product 4 29 21 Accumulate

Suppose that the data mining task is to cluster the
following eight points (with (x, ) representing location)
into three clusters:

A] (Zv 10)? Az(zs S)s A3(89 4)3 B](Ss 8)’ B2(7, 5)’ B3(6’ 4)!
C,(1, 2), C,(4, 9). The distance function is Euclidean
distance. Suppose initially we assign A, B,,and C, as the
center of each cluster, respectively. Use the k-means
algorithm to show only:

i) The three cluster centers afier the first round execution
ii) The final three clusters

a fifSg & srer wisim Hri F=feRaa siro f[gal (x, )
v &1 gfafAaficg B3 a1 @t i gl 7 aoRey AT
& '

A(2,10),A,(2,5),A,(8,4), B,(5, 8), By(7, 5), B5(6, 4),
C,(1,2),C,(4,9) '

I e giFAsaT g4 @1 1 e 5 g F & whe:

A,, B, 3R C, ) 1% TR & &g & w9 § Fifde =
g1 Haet REM & Y k-T14T NIRRT &1 ST HR|
i) wea dR & P & a5 i aeres 3%

i) 3ifer o aorex '
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b)

b)
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Assuming the databasc given in the table bcl.ow. Find the
distance using Euclidcan distance method with respect to

Cluster Center (0.30, 0.20). . .
=y & 17 nfereT A 3T Y SIER Y A §Y FERER WeR
(0.30, 0.20) ¥ Wi & FfFerfea g Rt 1 ITHT T
0 T | :

Items X Y

Cl 0.40 0.53

C2 0.22 0.38

C3 0.35 0.32

C4 0.26 0.19

C5 0.08 0.41

C6 0.45 0.30

Explain Lincar and Logistic regression. What are the
advantages for the same? https://www.rgpvonline.com

R iR Fififes Rie= @ 9usmse) St & o
FIIS &7 |

State the k frequent itemsct mining Algorithm and Solve
the following using k=3 frequent itemset mining
Algorithm (assume min_supp =2):
k thiade amgendc AT tanfRed gamd ik k=3 Hiade
INgeHAT AT TR &1 ST v Fr=forlRaa o
&l @ (91 & min_supp =2)

T T

30 [Bread BuRerrvam L ]
F2727 ] Butter, Coke L 1= i1 1

I e

85 .| Bread, Butter, Milx, Jam ]

Fi8 07 read Butier MK SIS
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b)

b)"
- Can we use it for the linear regression and how it's related
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Explain and elaborate Self-Organizing Map. Justify your
answer with neat diagram and example.

-6 AFRA B =GR SR g ) 3 IR A
gfe waws forr 3R SarEver gRr Hifd
What is Principal Component Analysis (PCA)? Explain

using an example. Also explain the concept of
Dimensionality reduction.

fiftaer e TR (PCA) @1 87 T& SSrerur &Y
HERIT | 99igq fAiaar F =it & smuror B B aesE

What do you understand by Hierarchica] clustering? Also
explain AGNES, DIANA.

Loftag ForeRn | Mg Fa1 T3 7 Y, SIET Y
|HARVI _ .

What is the objective of convergence of cost function?

to SSE? Justify your answer with proper explanation.

AN ol & ARV PT I FAT B9 AT 77 T
IudnT IRgT w6 oIy ax wad T iR Tg SSEQA HY
Hafg 8? IR TR B [ AT IR Y gfE Hfdr

(Suppose after invention of Covid'19 drug) for conducting
A Covid'19 drug test (for random variable T) has 1% false
positives (i.e., 1% of those not taking drugs show positive
in the test), and 5% false negatives (i.e., 5% of those taking
drugs test negative). Suppose that 2% of those Covid'19
tested are taking drugs. Determine the probability that

somebody who tests positive is actually taking drugs
(random variable D).

PTO

b)

(6l

id'19

(7 AR P Covid'19 & ¥ mﬁiTm;%cﬁc;v% 19
R FA ¥ B (@ | 1

%éfmﬁqﬁ??m,wqﬁéﬁa@ﬁél%qﬁm
ﬁmlﬂiﬁﬁ@ﬁﬁ)aﬂ?S%ﬂaﬂW(aﬁﬁﬁ,a;
aﬁmﬁﬁQS%Wwwmﬁ%);ﬁﬁ%ﬂ
@WWWCovid‘wﬁ‘éZ%Wﬁi% Isﬂﬁgﬂma-‘ﬂmﬁ;
ﬂﬁmvmaﬁﬁsamqﬁmaﬂﬁmﬁ |
e 3 g @ v @ (argfed R D)

. . d
Consider the given Bayesian network of malaria an

~M)=0.2.
headache. P(M) = .03, and P(I:IfM)=0.6, and I:S:/S Nelz:—i-ﬁed
Create the joint probability table for p

Bayesian network.

qaﬁmmwasﬁmmﬁmmwﬁmaﬁl |
p(M) = .03 3R PEUM)=0.6 3R P(H/~-M)=0.2 ke
aﬁf@mﬁmﬁmﬁgﬁmmﬁaﬂmn

sk kkk

IT-802 (A) (GS)



